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Abstract 
This study is devoted to the topical problem of generating synthetic images of human fac-

es. The paper presents a new method for generating images of human faces in protective 
masks. The proposed method is based on the combined use of a neural network method for 
detecting three-dimensional facial landmarks (3D-FAN) and three-dimensional modeling 
tools. Approbation and quality assessment of the proposed method was conducted on a test 
dataset, which includes 3836 images. The dataset included human faces images of different 
gender and age, taken at different distances and at various angles relatively to the camera 
lens. To assess generation results, the method of multi-criteria assessment was used with the 
involvement of an expert group. For each generated image final scores were formed by aver-
aging the obtained ratings, both by criteria and by experts. During the experiment, the devel-
oped method has demonstrated a high and stable quality for the following ranges of face ori-
entations [-20; +55], [-60; +60] and [-70; +80] along the OX, OY and OZ axes, respectively. 
The final proportion of correctly generated images of masked human faces turned out to be 
95.9%.   

Keywords: synthetic face generation, synthetic visual data corpus, masked face genera-
tion, 3D modeling, 3D-FAN, Blender. 

 

1. Introduction 
Today, existing approaches aimed at solving the problems of face detection and recogni-

tion both on individual images and on video sequences [1-7] have a number of significant lim-
itations in terms of abilities for their application. In particular, partial overlap or partial face 
occlusion is one of the most significant factors that negatively affect the quality of predictions 
for existing solutions.  

Taking into account the global spread of the COVID-19 coronavirus pandemic [8], as well 
as the established measures to curb the growth of the infected citizens number, wearing per-
sonal protective equipment is urgent [9-11]. In this connection, there is an increasing demand 
on specialized biometric identification systems capable of recognition in conditions of partial 
overlapping of a person's face. The development of specialized datasets or corpuses plays a 
critical role both in the development of such systems and at the stage of validation of recogni-
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tion results. Thus, this study is devoted to urgent problem: the development of an effective 
method for generating synthetic images of masked human faces. 

2. Related works 
Considering the issue of generating synthetic images of human faces a large variety of 

methods have been proposed. The earliest approaches in this field were based on the idea of 
combining various adjacent areas of human faces from existing sets of images [12]. Later 
studies considered the possibility of generating new images by sequentially superimposing 
images of faces in similar orientations [13]. Also, there are several well-known methods where 
the generation of synthetic images is based on changes in emotions expressed by informants 
[14] [15]. 

For most modern methods of generating synthetic images of human faces, the following 
classification can be proposed: 

1. Methods based on three-dimensional (3D) models of faces [16-18]; 
2. Methods based on the application of generative deep learning models [19]. 
In general, methods included in the first group are focused on improving the quality of 

predictions of machine vision models trained on the generated data. In these methods sets of 
images usually are generated from 3D models of human faces or heads, built in various mod-
eling environments. In particular, in [17, 20], 3D face models are used to generate synthetic 
high-resolution image sets containing human faces of a small scale. Such datasets can be ex-
tremely useful for training neural network face detectors. In another group of solutions 3D 
models are used to generate synthetic images, where faces are presented in non-standard 
conditions. Datasets obtained in this way can be used for training high-quality models of face 
and emotion recognition [21] [22] [23]. The most significant disadvantages of generation 
methods based on the use of 3D models are highlighted below: 

• The integrity of texture and spatial structure of an object in the generated image direct-
ly depends on the quality of the 3D model. When 3D models are obtained using photogram-
metry methods, texture and polygonal artifacts may appear, which can lead to inability of the 
subsequent use of the generated images, since the presence of even minor artifacts directly 
affects the anthropometric characteristics of the modeled object. 

• To obtain high-quality generation results, you need to use high-polygonal 3D models, 
as well as textures with a sufficiently high resolution, which is not always possible. 

• Using high-quality models and textures, as well as rendering images in high resolution, 
the generation time non-linearly increases, since the rendering process is quite resource-
intensive. 

Despite the above disadvantages, methods for generating synthetic images of human fac-
es based on the 3D models have a number of undeniable advantages. Due to the wide func-
tionality of modern software, it becomes possible to simulate absolutely any environmental 
conditions. Particularly, in addition to the ability of controlling the spatial arrangement of 
light sources relative to a 3D face model, managing the textures of the 3D models and the sur-
rounding scene is also available. One of the most valuable features of modern software is the 
ability to define and set up low-level materials types of the 3D models being used. This func-
tionality can be especially useful when generated datasets are used in the processes of devel-
opment and testing of anti-spoofing software [24-26]. However, the generated dataset repre-
sentativeness highly depends on the number of 3D models involved, in this connection the 
full-fledged use of the described group of methods in current study is not possible. 

Methods included in the second group predominantly involve the use of generative ad-
versatial neural network models (Generative Adversatial Networks - GAN) [27]. One of the 
first successful applications of GAN in the problem of generating images of human faces is 
described in [28]. However, the quality of the generated samples, demonstrated in the given 
solution, remained at a rather low level, moreover synthetic images of faces themselves had a 
low resolution and in most cases did not preserve the integrity of graphs, built on the basis of 
anthropometric points.  

In recent years, with the development of GAN, solutions have emerged that shows better 
results. Currently existing models from only one frontal face image allow generating photore-



alistic images at different viewing angles [29, 30, 31]. The use of GAN makes it possible to in-
fluence not only the spatial orientation of faces, but also to change such characteristics as 
gender, skin color, and even age [32, 33]. The StyleGAN network presented by a group of re-
searchers from NVIDIA [34] can generate high-resolution photorealistic images of faces, 
providing the ability to influence the values of such high-level attributes as skin color, hair 
style, angle, and the presence of glasses. 

However, despite all the capabilities of GANs, their application in the context of the de-
scribed problem is complicated because of the following disadvantages: GANs training re-
quires large annotated datasets (corpuses). Training visual corpuses should contain high-
resolution images of human faces, both in conditions of partial overlapping with masks or 
other personal protective equipment (PPE), and without any overlapping. Additional re-
quirements for representativeness and minimal volume of training dataset also are arise from 
the wide variety of existing PPE: various colors textures, and geometric characteristics. An-
other significant disadvantage of GANs is the high probability of the occurrence of graphic 
artifacts at the texture and structural levels of the face, which directly affects the anthropo-
metric graph and respectively the ability of using the obtained datasets for training face 
recognition models. In addition, the change in the characteristics of generated faces in exist-
ing solutions is achieved by influencing the representations of faces in the latent space, which 
implies the absence of both the transparency of the generation process and full-fledged con-
trol over this process. 

Thus, it can be concluded that it is inexpedient to use GAN based methods for generating 
synthetic human face images in the context of the current research.  

Another method for generating synthetic facial images should also be considered. This 
stand-alone method called MaskTheFace [35, 36] does not fit the criteria of the proposed 
classification and directly allows synthetic images of PPE to be imposed over images of hu-
man faces. 

MaskTheFace basely relies on the models presented in the computer vision library Dlib 
[2], namely the face and facial landmarks detectors. This solution also proposes a proprietary 
algorithm for impose PPE. In accordance with the algorithm, firstly, the position and orienta-
tion of the face on the examined image is estimated. Secondly, the PPE image is selected from 
the annotated set of PPE images. The PPE image selection algorithm ensures the selection of 
such a PPE image, where the orientation most closely matches the face orientation in the im-
age being considered. At the final stage, the selected PPE image is scaled and stretched to the 
face area by applying affine and perspective transformations (face area is represented by a 
heuristically specified group of facial landmarks). The most significant advantages of this 
method for generating synthetic images include: high speed of the image generation process, 
relatively low resource intensity of the solution, deterministic nature of proposed algorithms, 
does not require training on large visual corpuses. Moreover, the ability of using this ap-
proach for augmentation of already existing datasets in some cases allows to improve the 
quality of predictions of neural network recognition models trained on corpuses, extended in 
this way. Examples of PPE impose using MaskTheFace are shown in Figure 1. 

 

 
Fig. 1. Examples of generating synthetic face images with impose of PPE using 

MaskTheFace [36]. 
 
Despite all the advantages of MaskTheFace, this method of generating synthetic images 

has a number of significant disadvantages: 



 For faces and facial landmarks detection Dlib models are used, which in some cases 
demonstrate an extremely low prediction quality level. 

 Correct impose of PPE is possible only in cases where the facial orientation is close to a 
frontal. The quality of PPE overlay is rapidly deteriorating with face rotation angles increase. 
Method incorrectly operates in such cases because of the general logic’s imperfection of the 
heuristic algorithm for determining facial orientations and the facial landmarks detector Dlib 
imperfection, which is unable to correctly calculate the facial landmarks coordinates at large 
face rotation angles (relatively to the frontal position). 

 Inability to correctly impose masks on faces oriented at complex angles (sequential ro-
tation of an object relative to two or more axes of a three-dimensional coordinate system ba-
sis). 

 In the process of imposing PPE, affine and perspective transformations are used, 
which significantly affects both the texture quality of the applied PPE and its structural integ-
rity. 

Examples of incorrect PPE imposing using the MaskTheFace method are shown in Figure 
2.  

 

 
Fig. 2. Examples of incorrect generation of synthetic face images with overlaid PPE,  

obtained using MaskTheFace. 
 
Based on the analysis results it can be concluded that at the moment there are no solu-

tions that would allow implementation the synthetic face image generation with imposed PPE 
and at the same time would ensure high quality of PPE overlay in case of complex face orien-
tations in the processed image. 

Thus, within this study, the most promising solution to the problem of generating syn-
thetic images of human faces imposed with PPE is the development of a combined solution, 
where 3D modeling techniques are used for image generation process and deterministic algo-
rithmic basis – for PPE imposing process. Further, the proposed method for generating syn-
thetic images of human faces with PPE imposed will be considered. 

3. The proposed approach 
The proposed method for generating synthetic images of human faces in PPE is based on 

a combination of a synthetic images’ generation method using 3D modeling, and a proprie-
tary algorithm for imposing PPE. In general, the proposed method can be represented by the 
following stages: 

1. Finding the region of interest on an image containing a person's face. 
2. Determination of 3D facial landmarks coordinates on the region of interest using a 

neural network detector FAN [37]. 
3. Determination of face spatial orientation and size based on a set of 3D facial land-

marks coordinates. 



4. Scaling and spatial orientation control of the target PPE model on a pre-prepared sce-
ne in a 3D modeling environment. Scaling and orientation control are carried out in accord-
ance with face orientation and previously determined PPE scaling factor. 

5. Rendering the oriented PPE model by means of a 3D modeling tool. 
6. Imposing the PPE image obtained at the previous stage on the original face image ac-

cording to the developed algorithm. 
To implement the proposed generation method, FAN neural network detectors from the 

repository [38] were used. This repository includes both face detectors designed to determine 
region of interest coordinates, and detectors of two-dimensional (2D-FAN) and three-
dimensional (3D-FAN) facial landmarks on images. Within the proposed method, a 3D facial 
landmarks detector was chosen. The rejection to use the 2D-FAN detector was due to the low 
accuracy of assessing the face orientation on the basis of 2D facial landmarks, especially for 
cases of complex face orientations in the studied images. The 3D-FAN 3D facial landmarks 
detector, taking as input an image bounded by the coordinates of the region of interest, re-
turns a 68 × 3 matrix D, each row of which defines the coordinates (X, Y, Z) of some facial 
landmark in a 3D non-metric coordinate system with an orthonormal basis, where the abscis-
sa and ordinate axes are parallel to the upper and left sides of the region of interest, respec-
tively, and the applicate axis is directed from the image plane towards the observer. The 
origin of the described coordinate system coincides with the upper left corner of the region of 
interest. Examples of detecting 3D facial landmarks are shown in Figure 3. The 3D editor 
Blender was chosen as a modeling environment [39]. 

 

 
Fig. 3. Examples of detecting 3D facial landmarks using 3D-FAN model. 

 
Before applying the developed method, it is necessary to carry out a series of preparatory 

actions and obtain a number of primary assessments. At the first step of the preparatory 
stage, a 3D scene is built inside the modeling environment, as well as several light sources are 
placed. The next step is to place a set of basic 3D models of human heads inside the 3D scene 
(Fig. 4). 

 

 
Fig. 4. Example of a basic 3D model of a human head. 

 



All models from the aforementioned set of basic head models are scaled down (normal-
ized). For each basic head model, 3D-FAN detector determines a matrix of 3D facial land-
mark coordinates Dhead. Based on the resulting array of coordinates, the geometric center of 
facial landmarks Chead is calculated. Chead is defined as the unweighted average of coordi-
nates of all facial landmarks along each axis (1). Each base head model from the aforemen-
tioned set is positioned in the 3D scene so that facial landmarks geometric center Chead coin-
cides with the coordinates center of the scene. All basic head models are reduced to the same 
scale. 

C(x, y, z) =  

{
 
 

 
 x =  

∑ yN
i=1

N

y =  
∑ yN
i=1

N

z =  
∑ zN
i=1

N

, (1) 

where N is the number of facial landmarks, in our case equal to 68, x, y, z are the coordinates 
of the Chead along the corresponding axes. 

For each basic head model, the linear face size Lhead (2) is calculated, which is equal to 
the length of the Shead vector between 1 and 17 3D facial landmarks of the basic head model 
Dhead (Fig. 5). 

L = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2, (2) 

where (x2, y2) - coordinates of facial landmark No. 17, (x1, y1) - coordinates of facial land-
mark No. 1. 

 

 
Fig. 5. Numeration of 3D facial landmarks retrieved using the 3D-FAN model. 

 
At the next step of the preparatory stage, 3D models of PPE are placed inside the model-

ing scene. To form its own database of PPE models, publicly available 3D models of PPE of 
various types were used. 

The process of adding each PPE model to a 3D scene at the preparatory stage is accompa-
nied by the following operations. The PPE model is manually positioned and scaled relative to 
a set of basic 3D head models placed inside the simulation  

scene. The PPE model is positioned as naturally as possible in each individual case. After 
positioning and primary scaling of the PPE model, a set Dmask of 3D landmarks of PPE is em-
pirically selected (Fig. 6). Based on the array of coordinates of PPE landmarks, the geometric 
center of the entire PPE model Cmask is calculated. Cmask is calculated as an unweighted aver-
age of coordinates of all PPE landmarks along each axis (1). 

 



 
Fig. 6. Visualization of a PPE landmarks set Dmask. The geometric center Cmask is highlighted 
in red, the Dmask points are marked in light green. Points m1 and m2 are highlighted in blue. 

 
From the Dmask PPE landmarks set, two equidistant key points are selected m1(x, y, z) = 

Dmask[p] and m2(x, y, z) = Dmask[q] (symmetric about the vertical axis). Based on the co-
ordinates of the selected points m1 and m2, the linear size Lmask of the PPE model is calcu-
lated. Lmask corresponds to the length of the Smask vector between points m1 and m2 (2). Us-
ing the obtained value of the PPE model linear size, as well as previously calculated linear di-
mensions of basic head models Lhead, the average scaling factor Kmask for the PPE model is 
calculated (3). 

𝐾𝑚𝑎𝑠𝑘 =
∑

𝐿𝑚𝑎𝑠𝑘 

𝐿ℎ𝑒𝑎𝑑(𝑖)
𝑛
𝑖=1

n
, (3) 

where N is the total number of basic head models within the modeling scene, Lmask is the 
linear size of the PPE model, Lhead (i) is the linear size of the i-th basic head model. 

Upon completion of this step, the preparatory stage of the proposed method is considered 
completed. 

The implementation of the first stage of the developed method is performed using the 
FAN face detector. Receiving an arbitrary resolution image containing N human faces, FAN 
detector returns an (N x 4) matrix, each row of which contains coordinate values (x1, y1) and 
(x2, y2) that define the region of interest for each face detected in the image. 

The 3D-FAN facial landmarks detector used at the second stage of the developed method 
receives a face image limited by the region of interest (obtained at the first stage) and returns 
the Dreal matrix. 

The determination of the face spatial orientation, performed at the third stage, implies 
calculations of the rotation matrix Mface(α) (4) and the subsequent determination of Euler 
angles X ’, Y’, Z’. Face spatial orientation determination results are shown in Figure 7. In ad-
dition to the face spatial orientation, this stage also includes linear face size Lreal calculation 
(formula 2). 

𝑀(α) =  (
𝑈(𝑡)

𝑉(𝑡)

𝑊(𝑡)
) = (

1 0 0
0 cos α𝑡 − sin α𝑡
0 sin α𝑡 cos α𝑡

)(
𝑈(0)

𝑉(0)

𝑊(0)
) (4) 

 

 
Fig. 7. Visualization of face spatial orientation determination results. In the lower left corner 
of each image, face rotation angles are presented relative to each axis. A Chead points were se-

lected to position the orthogonal basis on each of images. 
 
The fourth stage of the developed method includes following operations: scaling PPE 

model; control of PPE model orientation in simulated 3D scene. Since for each PPE model, 
linear dimensions and averaged scaling factors were calculated at the preparatory stage, then 



for the final scaling of the PPE model it is necessary to stretch it along all axes by a value, cal-
culated as the product of the target face’s linear size Lreal and the average scaling factor of the 
PPE model Kmask (formula 5). 

µ =  Lreal  ·  Kmask, (5) 
where Lreal is the linear size of the target face, Kmask is the average scale factor of the PPE 
model. 

The orientation control of the PPE model inside the modeling scene is performed by ro-
tating PPE model relative to each of the scene axes by the angles X’, Y’, Z’ respectively (rota-
tion angles’ equations have been presented above).  

At the fifth stage necessary light sources are activated in simulated scene. At this step, it is 
possible to simulate absolutely any lighting options affecting the PPE model. Controlled pa-
rameters include the number and positions of involved light sources, as well as their types. 
One of options for the light sources location in a scene is illustrated in Figure 8. After success-
ful activation and configuration of all light sources, the RGBA image of the selected PPE 
model is rendered. 

 

 
Fig. 8. An example of light sources location in a Blender 3D scene. Light sources are 

highlighted in orange. 
 
PPE scaling and orientation control processes occur at the level of a 3D modeling envi-

ronment so after rendering the PPE image it is only necessary to impose PPE image on the 
target face image. The imposing operation is the process of replacement target image pixels 
with pixels of the PPE image which was previously subjected to a parallel transfer operation 
(6). 

(x, y) ⇾ (𝑥 + ẋ, 𝑦 + ẏ), (6) 
where ẋ is the x-axis displacement, ẏ is the y-axis displacement. 

To determine the values of ẋ and ẏ, it is necessary to project onto the plane of the PPE 
image the 3D vector H, the beginning of which coincides with the Chead point, and the end is 
at the Cmask point. Some examples of the proposed method operation results are shown in 
Figure 9. 

 

 
Fig. 9. Examples of synthetic images of masked human faces generated using the developed 

method. The top and bottom rows of images represent generation results with different  
lighting configurations. 

 
Further, let us assess the quality of the proposed method for generating synthetic images 

of human faces wearing the PPE on a test dataset. 



4. Experiment results 
At the moment, there are no algorithms or approaches that allow obtaining a qualitative 

assessment of the methods for generating synthetic images of human faces presented in con-
ditions of partial impose of PPE. Thus, it was decided to assess the quality of image genera-
tion by means of an expert assessment of the generation results. For the experiments, a sub-
set of the corpus of audiovisual Russian-language data of persons in protective masks 
(BRAVE-MASKS - Biometric Russian Audio-Visual Extended MASKS corpus), consisting of 
7 informants, was used. 

Each of the images used to form the original BRAVE-MASKS-CL dataset contains one 
face oriented at arbitrary angles relative to the OX, OY, and OZ coordinate axes, respectively. 
Images from the original dataset include non-PPE faces captured at two different distances 
from the fixing camera. General characteristics of the original BRAVE-MASKS-CL dataset 
are presented in Table 1. 

 
Table 1. General characteristics of the original BRAVE-MASKS-CL dataset, represented by 
a subset of the BRAVE-MASKS visual corpus. 
Characteristic Value 
Number of images, pcs. 4228 
Image resolution, pixels 1920 x 1080 
Number of informants, pcs. 7 
Average number of images per informant, pcs. 604 
Maximum angle of face rotation along the X axis, degrees -80; +80 
Maximum angle of face rotation along the Y axis, degrees -90; +90 
Maximum angle of face rotation along the Z axis, degrees -80; +80 

 
The original dataset includes images of persons of different sex and age to provide the 

necessary variability of data. 
Based on the results of applying the developed method for generating synthetic images to 

the original dataset, the FACE-3D-GEN dataset was obtained, characteristics of FACE-3D-
GEN are presented in Table 2. 

 
Table 2. General characteristics of the FACE-3D-GEN dataset. 
Characteristic Value 
Number of images, pcs. 3836 
Image resolution, pixels 1920 x 1080 
Number of informants, pcs. 7 
Average number of images per informant, pcs. 548 

 
The FACE-3D-GEN dataset contains synthetic images of faces rendered with overlap-

ping PPE. The received dataset is slightly smaller than the original BRAVE-MASKS-CL da-
taset as during images processing, in a number of cases it was impossible to carry out face de-
tection by means of the neural network detector FAN. The corresponding images were ex-
cluded from the final FACE-3D-GEN dataset. Fig. 11 shows example images from the 
FACE-3D-GEN synthetic dataset. 

 



 
Fig. 10. Sample images from the BRAVE-MASKS-CL dataset. 

 

 
Fig. 11. Sample images from the FACE-3D-GEN synthetic dataset. 

 
In order to conduct an expert assessment of the synthetic images generation results from 

the FACE-3D-GEN dataset, a number of ordinal criteria were determined for the implemen-
tation of the procedure of evaluating the obtained images: 

1. Natural orientation of PPE: PPE is oriented in accordance with the orientation of the 
face in the image; 

2. Natural positioning of PPE: PPE on the image is located correctly relative to the posi-
tion of the person's face; 

3. Naturalness of the scale of PPE: the size of PPE in the image corresponds to the size of 
the person's face. 

For each of the above criteria, an ordinal scale of the following type was set: 1 - does not 
correspond completely; 2 - mostly inconsistent; 3 - partially corresponds; 4 - mostly con-
sistent; 5 - fully consistent. Together, these criteria facilitate making an unambiguous conclu-
sion about the quality of synthetic images generation using the developed method. 



In the generation results assessment process participated 5 independent industry experts 
with applied experience in the field of computer vision and image analysis. Each of the ex-
perts independently assessed the entire FACE-3D-GEN dataset against the criteria above. 
Fig. 12a, 12b, 12c show expert assessments distribution histograms according to criteria (1), 
(2) and (3), respectively. 

 

 

 

 
Fig. 12. Distribution histograms of expert assessments according to criteria (1), (2) and (3), 
respectively, based on the results of evaluating images from the FACE-3D-GEN dataset. 

 
For all histograms shown in Fig. 12, the results of evaluating the dataset are similar re-

gardless of the expert, no critical differences between distributions of ratings are observed for 
any of the criteria. It is important to note that for all criteria high assessments of the quality 
of the generated images prevail: the share of maximum assessments averaged over experts is 
74.8%, 77.6% and 67.6% according to criteria (1), (2) and (3), respectively. Nevertheless, it is 
important to note that the FACE-3D-GEN dataset was assessed slightly lower according to 
criterion (3) by all experts: the averaged proportion of low assessments (less than or equal to 
3) in this case, was 12.4% versus 5.6% and 4.8% for the criteria (1) and (2) respectively. 



At the next step of this experiment, the resulting quality estimates of the generated syn-
thetic images were determined and the analysis of the obtained results was carried out. The 
final estimates for each image from the FACE-3D-GEN dataset were formed by averaging 
the ratings given by experts for this image, both by experts and by criteria. As a measure of 
the central tendency within the experiment, it was decided to use: the truncated mean at the 
level of each individual criteria (the proportion of cutoff estimates was chosen equal to 40%), 
and the arithmetic mean when combining image ratings by various criteria. 

Based on the obtained results, a distribution histogram of final estimates was formed 
(Fig. 13) and also the final proportion of incorrectly generated images was determined. 

 

 
Fig. 13. Distribution histogram of final estimates for images from  

the FACE-3D-GEN dataset. 
 
According to the histogram presented above, the proportion of images for which the value 

of the final estimates was greater than or equal to 4 was more than 90% of the total size of the 
FACE-3D-GEN dataset, which confirms high quality of the developed method for generating 
synthetic images of masked human faces. However, it should be noted that the information 
presented in Fig. 13 is not enough to make a final conclusion regarding the proportion of cor-
rectly generated images, since a high value of the image assessment according to two of the 
three specified criteria, with a low assessment according to the third criterion, can result in a 
high value of the final average assessment of this image and lead to false acceptance of such 
an image as correct.  

As mentioned earlier, the specified criteria only in aggregate facilitate making an unam-
biguous conclusion about the quality of the generated image. Thus, during the evaluation 
process the image was considered as correctly generated if the following conditions were met 
simultaneously: in the context of all criteria, the resulting assessment of this image turned out 
to be greater than or equal to 3; the final score of this image, averaged over the criteria, 
turned out to be greater than or equal to 3.5. In accordance with these conditions, the propor-
tion of correctly generated masked human face images was equal to 95.9%. 

Based on the assessment results, samples with correct and incorrect generation results 
were identified. Out of 3836 images, 3679 were marked as correct, the remaining 157 were 
found to be incorrect (Fig. 14). Thus, the proportion of incorrect generation results is 4.11%. 

Figure 14a shows generation examples, marked by experts as not meeting the criterion of 
natural orientation of PPE relative to face orientation. Figure 14b illustrates examples of non-
compliance with the PPE positioning criterion. The generation examples shown in Figure 14c 
do not meet the PPE scale criterion. Most of the generated images recognized as incorrect are 
characterized by low evaluation results according to several criteria at once. The general 
characteristics of final sets with correct and incorrect generation results are presented in Ta-
ble 4. 

 



 

 

 
Fig. 14. Examples of incorrect PPE imposing according to  

criteria (1), (2) and (3), respectively. 
 
Table 4. General statistical characteristics of image sets with correct and incorrect generation 
results. 

Characteristics 

Axis 

OX OY OZ 

Correct Incorrect Correct Incorrect Correct Incorrect 

Average value, deg. 9,36 -32,60 -1,81 -3,99 0,86 1,07 

Median 13,79 -35,29 -2,40 -4,74 2,37 1,41 

Dispersion 199,09 393,67 305,35 935,76 492,65 3997,91 

 
Table 4 presents statistical characteristics of sets with correct and incorrect generation 

results in the context of face orientation angles in the images processed. According to the 
above results, the sample with incorrect generation results has a higher level of dispersion 
over face orientation angles, which indicates that it contains a larger number of images in 
which human faces are oriented at large angles along one or another coordinate axis relative 
to the image plane.  

Fig. 15 presents a scatter distribution diagram of correct and incorrect generation results 
depending on the orientation of the face in the image. 

 

 
Fig. 15. Scatter distribution diagram of correct and incorrect generation results. 

 



Each point of the diagram above is associated with a single image, and its position is de-
termined by the face rotation angles along the OX, OY and OZ axes, respectively. On the dia-
gram, three groups of points can be distinguished, where the main number of incorrect gen-
eration results is concentrated. For further analysis, we will construct distribution histograms 
of the face rotation angles along the OX, OY and OZ axes within the sets, containing correct 
and incorrect generation results (Fig. 16). 

 

 
a) 

 
b) 

 
c) 

Fig. 16. Distribution histograms of target face rotation angles along the OX (a), OY (b) and OZ 
(c) axes within the sets, containing correct and incorrect generation results. 

 
According to the results presented in Figures 15 and 16, it can be concluded that incorrect 

generation results are mainly observed in the case of: extremely large and small values of face 
rotation angle around the OZ axis; significant negative values of face rotation angle around 
the OX axis. The obtained results can be explained by the fact that at large face rotation an-
gles along the OZ axis, a significant area of the investigated face is not observed in the image, 
which distorts facial landmarks detector results and introduces an error in the PPE imposi-
tion process. 



Similarly, in the case of significant negative face rotation angles along the OX axis, the 
upper third of the face, where the concentration of facial landmarks is the highest, ceases to 
be fully observed in the image, which also distorts facial landmarks detector results and, ac-
cordingly, leads to errors when imposing PPE. Thus, the developed method has demonstrated 
a stable quality of work when target face orientations on the original images were in the inter-
vals [-20; +55], [-60; +60], [-70; +80] for the OX, OY and OZ axes, respectively. 

5. Conclusion 
In this study, a method for generating synthetic images of masked human faces was de-

veloped and its practical approbation was carried out. With this method can be obtained syn-
thetic images of faces in PPE of various shapes, colors and textures, which can be presented 
in different lighting conditions. During the experiment devoted to the synthetic images gen-
eration of human faces in PPE with a wide range of target faces orientations the developed 
method demonstrated high and stable quality of work for the following ranges of face orienta-
tions [-20; +55], [-60; +60] and [-70; +80] along the OX, OY and OZ axes, respectively. The 
proportion of correctly generated face images turned out to be 95.9% according to the results 
of applying the developed method to a dataset of 3836 unique images. 

Thus, the proposed method for generation synthetic masked human faces images is able 
to successfully generate synthetic images in a wide range of target face orientations. The de-
veloped solution can be used to form datasets for training face recognition systems, special-
ized on recognition faces in protective masks. 

This research was supported by the RFBR project № 20-04-60529 "Analysis of voice and 
facial features of a human in a mask", as well as partially by the Grant of President of Russia 
№ NSH-17.2022.1.6.  
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