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Abstract 
Due to the great development in the field of digital image processing, it has become 

an integral and important part of computer-aided diagnosis systems. Magnetic reso-
nance image (MRI) processing is one of the hot fields that attracted researchers due to 
its role in improving and speeding up diagnosis. This work presents a new method for 
identifying abnormal regions in brain MR images using saliency recognition techniques. 
This is because tumour regions or abnormal regions share with saliency the fact that 
these regions differ from the rest of the image in terms of size, luminance, and texture. 
In this paper, we use a saliency extraction method that uses the irregularity of the re-
gions in its definition, as this method depends on the basis that the salient areas in the 
image are rare and different from the rest of the image, which is what we need to deter-
mine the tumour area. The proposed algorithm is applied to a standard dataset and the 
obtained result showed a high level of accuracy, where the precision, recall, F-measure, 
and accuracy averages reached 91.8%, 96.2%, 84.5%, and 96% respectively. The results 
were discussed thoroughly, and the limitations were identified and discussed as well. 
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1 Introduction 
Magnetic resonance imaging (MR) and computer tomography (CT) imaging of the 

brain are the two most commonly used tests for identifying brain abnormalities. These 
two methods are widely used because of their availability and the high quality of the im-
ages they produce  [1]. In order to obtain better diagnostic results, MR images are pro-
cessed and enhanced using digital image processing techniques. However, image en-
hancement is not the only process that uses image processing techniques. Rather, these 
are used in diagnosing, identifying, and segmenting the abnormalities. Such systems are 
known as computer-aided diagnosis (CAD) systems which are widely used to improve 
diagnostic accuracy. 

The great difference in shape among the different brains of different people repre-
sents a major challenge in the computer-based diagnosis process. Therefore, the process 
of diagnosing a person’s brain tumour based on comparing the image with other brain 
images may not be reliable enough. As a result of this natural diversity, we found that 
the methods that use artificial intelligence algorithms, such as deep learning, to classify 
brain images using a specific dataset, may not be able to identify defects with sufficient 
accuracy when using images that may differ from the images that these methods were 
trained on even though the results of these methods exhibit high accuracy when applied 
to the dataset used. 
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Segmentation is another method that is used to identify the abnormality of the brain 
in an image. Many segmentation algorithms have been suggested and used. However, 
segmentation of the image of brain tumours is a very difficult task because there is a 
large class of tumour types that have a variety of shapes, sizes, and locations. Further-
more, the fact that different images may have different brightness levels and imaging 
conditions may make segmentation even more difficult. 

The process of identifying tumours goes through three stages, the first stage is the 
process of determining whether there is any kind of abnormality in the brain, the second 
stage is to locate and isolate the abnormal region, and finally, the third stage is to extract 
the measurements of this tumour. The process of identifying and extracting the abnor-
mal region is one of the most important challenges and therefore this research focuses 
mainly on this issue.  

The majority of studies agree to divide the MR image processing into five stages, 
which are respectively, pre-processing, feature extraction, feature selection, classifica-
tion, and segmentation [2]. In the pre-processing stage, the image is filtered and en-
hanced to improve the efficiency of the following processes using techniques and filters 
such as contrast enhancement and noise removal. Feature extraction and selection is 
crucial as choosing an inappropriate feature may reduce the accuracy of the results. Fi-
nally, classification and clustering are used to isolate and extract the tumour from the 
rest of the brain. 

Brain tumour identification has been the focus of many studies in the past few dec-
ades. Due to the availability of resources and the large amount of published work, many 
reviews have been published listing the methods and techniques used. The reviews fo-
cused primarily on two types of methods: non-AI-based approaches that do not use AI 
algorithms such as thresholding, image segmentation, and clustering [1], [3], [4], [5], 
[6], [7], [8], and [9]  and artificial intelligence-based approaches that use AI algorithms 
such as artificial neural networks, fuzzy logic, support vector machine, and deep learning  
[10], [11], [12], and [13]. 

1.1 Hypothesis and contribution 

The main hypothesis of the research depends on the fact that the regions containing 
the tumour in the image are different from the rest of the image, which is very close to 
the definition of saliency. Some definitions of saliency extraction depend on the assump-
tion that salient regions are rare in the image and with different nature of the surround-
ing regions. In this research, we will use a method of extracting the saliency based on the 
irregularity of the regions as this method depends on the basis that the salient regions in 
the image are rare and different from the rest of the image, which is what we need to de-
termine the tumour area.  

To demonstrate this hypothesis experimentally, several experiments have been de-
veloped and applied to a standard dataset. The results obtained were studied and dis-
cussed, and ways to improve them using other digital image processing techniques have 
been studied as well. 

1.2 Datasets and technology 

The proposed approach has been implemented using Python programming with Ju-
pyterLab version 2.2.6 on a PC with an intel core I7  processor and 16 GB RAM. The Al-



gorithm applied to a dataset containing 250 various brain images established by select-
ing a subset from “Brain MRI Images for Brain Tumour Detection” [14] and “Brain Tu-
mour Classification (MRI)” [15] datasets. Only axial plane images have been selected 
and all the three types: T1W, T2W and Flair have been considered.  

The remaining of the paper is organised as follows: Section 2 presents the necessary 
background and some of the state-of-the-art existing work. In Section 3, the proposed 
algorithm is presented and the necessary mathematical derivation and discussion of the 
various measures that can be used to achieve the aim of the research. The results are 
presented and discussed in detail in Section 4 of this paper in addition to a comprehen-
sive discussion of evaluation methods. Finally, we conclude the paper in section 5.  

2 Background and Existing Work 
This section provides a basic theoretical background related to the topic in general 

in addition to a discussion of the existing work. 

2.2 Magnetic Resonance Imaging (MRI) of the Brain 

MRI is widely used in neurology and neurosurgery since it provides very good de-
tails of the brain and has the ability to visualize it in three planes: axial, sagittal and cor-
onal as shown in the example given in Fig. 1 [16]. 

 

   
(a) (b) (c) 

Fig. 1. Brain MR images show the three planes: (a) axial, (b) sagittal  
and (c) coronal [16]. 

 
Three sequences are commonly used in MRI, namely T1-weighted (T1W), T2-

weighted (T2W) and Flair.  T1W images are produced using short Time to Echo (TE) and 
short Repetition Time (TR), while T2W images are generated using longer TE and TR 
times. The Flair sequence is similar to a T2W but with very long TE and TR times. The 
three forms of sequences are shown in Fig. 2 [16]. 
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Fig. 2. Three types of MRI sequences: (a) T1W, (b) T2W and (c) Flair [16]. 



2.2 MRI Analysis Approaches 

Because of the structural complexity of brain tissue, brain tumour segmentation is a 
challenging and difficult task [17]. It can be divided mainly into three types based on 
human intervention[18], [19]: 

1. Manual segmentation method: This type of segmentation is carried out by a radi-
ologist and depends heavily on his/her knowledge and skill [3], [1].  

2. Semi-automatic segmentation methods: In such kind of segmentation, the user 
interacts with the automatic segmentation system; the user needs to enter some parame-
ters and provides a feedback response to the system output. The semi-automatic brain 
tumour segmentation methods go mainly through three main processes: initialisation, 
feedback response, and evaluation [19].  

3. Fully automated segmentation methods: In these methods, the machine performs 
all operations without any user intervention. This type is known also as Computer-Aided 
Diagnosis (CAD) or Automatic identification. 

Fig. 3 shows the main approaches used in MRI analysis. 

2.3 Automatic Identification 

Since the interest of this research is only in automatic analysis of MRI, we will pre-
sent a discussion of its key concepts.  

2.3.1 Pre-processing 
To make the images more suitable for further processing and for the automatic iden-

tification of tumour, some steps are needed to be taken. These steps are usually known 
as pre-processing steps and include processes such as noise removal, registration, skull 
stripping, intensity normalisation, and bias field correction [20]. 

Noise removal is one of the first stages of pre-processing where the presence of noise 
affects image quality, which in turn leads to getting inaccurate results from other pro-
cessing algorithms. The noise in the image may be caused by various reasons such as 
transmission system, equipment, and lighting conditions. Several types of noise have 
been identified in the images such as Gaussian, Poisson, Blurred, Speckle and salt-and-
pepper noise. Noise removal algorithms, such as Weiner filter, Gaussian filter, and me-
dian filter are very common in image processing applications [21]. 

 

 
Fig. 3. MRI analysis approaches. 



The second important stage in pre-processing is image registration. Image registra-
tion is the process of aligning images in a dataset with one another so that it is easy to 
compare and highlight similarities and differences among them. Registering images 
needs to determine a geometric transformation that aligns one image to fit another. It is 
usually used when comparing two MR images taken at different times for the same or-
gan to study the progress of the case [22].  Bias Field Correction is another process that 
is used to improve the quality of the image before it goes through any further processing. 
Bias field signal is a low-frequency and very smooth signal that corrupts MRI images, 
this may cause image processing algorithms that use intensity values to be unable to 
produce satisfactory results. Therefore, preprocessing steps are needed to correct the 
bias field signal before applying image processing algorithms to MRI images [23]. Inten-
sity normalisation is used to bring all images into a common scale of intensities which 
improves other image processing algorithms performance. The main types of normalisa-
tion are Whole-brain normalisation and White Stripe normalisation [24]. Skull stripping 
is another important pre-processing stage in which the effect of the skull is reduced to 
the minimum. The presence of non-brain tissues such as skin, fat, muscle, and eyeballs 
is an obstacle for automatic brain image segmentation and analysis techniques [25]. 
Several approaches were suggested to remove this no-brain information using various 
techniques such as histogram, texture, edges, and morphological operators [26], [27]. 

2.3.2 AI-based approaches 
As shown in Fig. 3, automatic brain MRI analysis is divided mainly into AI-based 

and non-AI-based.  AI-based approaches utilise the principles of artificial intelligence 
and machine learning in identifying the abnormality in MR images. Different approach-
es have been suggested in this field using various AI techniques such as Fuzzy, neural 
networks, and deep learning. AI techniques have been used in different stages of MRI 
analysis such as pre-processing and clustering.  Fuzzy C-mean clustering (FMC) was 
used to cluster the pixels according to their features. The main advantage of this kind of 
clustering is that it allows the pixel to be a member of more than one cluster with a 
membership value [28]. This is useful when there are no crisp borders between the brain 
tissue and the tumour. More details about clustering are available in [29] and [1]. 

Machine learning techniques such as supervised and unsupervised learning were 
used in clustering and segmenting the images. Artificial neural nets, support vector ma-
chines, and deep learning algorithms are commonly used in such applications. To classi-
fy a set of images, a labelled dataset is required which includes a set of images with la-
bels; these labels might be Yes/No or types of tumour. This dataset is used to train Con-
volutional Neural Network, Support Vector Machine [18], or Deep Learning algorithms 
[30], [12]. The algorithm is then used to predict the MR images status. The main chal-
lenge such applications may face is that they use different images to predict another im-
age status such as in [17] and [31]. In other words, the model is trained using a certain 
set of images and the trained model is used to identify another new image. This may not 
give accurate results always due to the high variation of the shape of the brain and the 
tumour.   

2.3.3 Non-AI-based approaches 
This type of algorithms uses traditional image processing techniques to identify and 

segment the abnormality of the regions. Several techniques have been utilised such as 
thresholding, clustering, segmentation, and edge detection.  As shown in Fig. 3, non-AI-



approaches are divided into pixel-based, edge-based, and region-based. In pixel-based, 
the algorithms use pixel features such as the intensity, colour-band value, and location 
in the analysis process. Thresholding is one of the commonly used approaches to split 
the contents of an image, in which a certain threshold value is selected either manually 
or automatically to separate pixels in the image into regions. Numerous thresholding 
techniques have been proposed since the early days of image processing such as bimodal 
and adaptive thresholding. Manual threshold value specification is used to create the 
ground truth dataset only and is not feasible to be used in other applications. Automatic 
threshold identification approaches may include statistical methods, bimodal histogram, 
Fuzzy histogram approximation [32]. 

Clustering, which is an unsupervised process, is another pixel-based approach in 
which the pixels with similar features such as location, intensity, and texture are 
grouped together to form groups. K-mean clustering and fuzzy c-mean algorithms are 
the most well-known clustering algorithms in which the user need to specify the number 
of clusters and the algorithm finds the related pixels based on the distance to the centre 
of the cluster. The centre of the cluster is then recalculated and moved to the new loca-
tion and the process is repeated until the difference between the present location and the 
calculated one becomes insignificant. 

The second type of non-AI approaches is the edge-based approaches. Edge is the 
sudden change of intensity of neighbouring pixels, this change can be detected using an 
edge detection algorithm such as Laplacian, Sobel, Canny and others [17].   

Region-based approaches are the approaches that deal with a region rather than a 
pixel. The main region-based approaches are the split/merge approach and the region 
growing approach [33]. The split/merge approach works in a manner similar to k-mean 
clustering but here we use regions instead of pixel values. The split/merge process may 
split the object itself, the tumour in our case, into regions [1]. In the region growing ap-
proach, seed points are selected where the regions start growing from. For each seed, the 
distance to its neighbouring pixels is calculated and if it is found less than a predefined 
threshold, the point will be included in the region. Without a careful selection of the 
threshold values and seeds, these algorithms can cause separate regions to become con-
nected. Besides, such algorithms need user interaction because they are not fully auto-
matic as the user needs to select the seed points and the threshold values. 

2.4 Saliency identification 
Saliency identification is the process of highlighting the salient regions in an image 

based on how abrupt they are as compared to other parts of it. Detecting salient regions 
in an image is important for applications such as adaptive content delivery, image seg-
mentation, and image and video compression [34]. Many approaches were proposed to 
extract the salient regions from an image in both spatial and frequency domains. Tech-
niques such as Wavelet [35], [36], [37], [38], and [39], Geometric features such as cor-
ners  [40], [41], Saliency map [42], [43], and Frequency domain [44], [45], [46],  [47], 
[48], [49], [50] were widely used. The strengths and weaknesses of the mentioned 
methods are beyond the scope of this paper, a sufficient discussion is found in [51], and 
[52].  

From studying the available approaches, we found that the saliency-based on irregu-
larity can be used and can give excellent results. In this approach, the region is said to be 
salient if it differs significantly from the rest of the image in terms of intensity distribu-



tion, and this applies to any abnormality in the brain. Two statistical measures can be 
used to highlight the uniformity and the irregularity of a region, namely expected value 
and variation. In regular regions (the majority of the regions), the expected value is very 
close to the pixel’s value and the measure of variation is small, while in irregular regions, 
the difference between the intensity value of the pixels and the expected value is high 
and the variation measure is high also. Based on this, the measure of irregularity can be 
derived based on two measures namely, uniformity and variation; the mean or the me-
dian can be used as a measure of regularity or uniformity, while the variance can be used 
as a variation measure.  

3 Saliency-Based Brain Abnormality Identification 

3.1 Image Pre-processing 

In our discussion, we will divide the image into four regions, which are the back-
ground region (BGR), the border region (BDR), the brain tissue region (BTR), and the 
abnormality region (ABR), and study the features and characteristics of each region to 
get a better understanding of the nature of each one of them and analyse it to get opti-
mum results. Fig. 4 shows the four regions mentioned above. 
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Fig. 4. Regions of the brain MR image, (a) the original image, (b) the background  
region, (c) the border region, (d) the tissues region, and (e) the abnormality region. 

 
Background region (BGR): As shown in Fig. 4 (b), this region does not usually con-

tain any significant information and is of no importance in the analysis because it repre-
sents the background of the brain, but it may affect the calculations of other measures, 
such as mean and variance, due to the dominance of the black pixels. 

Borderline region (BDR): This area may include eyeballs, skull, fat, and other un-
necessary information. This area has little effect on calculating the mean and variance, 
however, it does affect the way abnormal areas in the image are highlighted when the 
saliency filter is applied. The BDR is shown in Fig. 4 (c). 

Brain tissue region (BTR): The region shown in Fig. 4 (d) represents the brain's 
lobes and the meandering structures of the brain. This area is essential for calculating 
the mean and the variance that are used in the saliency filter. 

Abnormal region (ABR): As shown in Fig. 4 (e), this area contains the abnormal part 
of the brain, whether it is a tumour or any other type of abnormality. This area is the 
part that the algorithms, including our proposed one, aim to identify and extract. This 
part usually differs from the brain tissue region in intensity and texture; therefore, it is 
supposed to be highlighted when the saliency filter is applied. 



Based on the above discussion, we shall define 𝕀𝑈 and 𝕀𝐼 as the sets of unimportant 
and important pixels respectively so that the set of all pixels in the image (𝕀) is defined 
as given in equation (1). 

 𝕀 =  𝕀𝑈 ∪ 𝕀𝐼 (1) 
The sets of all unimportant pixels and the set of the important pixels are defined in 

equation (2) as given below: 
𝕀𝑈 = 𝕀𝐵𝐺𝑅  ∪  𝕀𝐵𝐷𝑅  

𝕀𝑈 = {𝑥: 𝑥 ∈  𝕀𝐵𝐺𝑅  𝑜𝑟 𝑥 ∈  𝕀𝐵𝐷𝑅} 
𝕀𝐼 = 𝕀𝐵𝑇𝑅  ∪  𝕀𝐴𝐵𝑅 

𝕀𝐼 = {𝑥: 𝑥 ∈  𝕀𝐵𝑇𝑅 𝑜𝑟 𝑥 ∈  𝕀𝐴𝐵𝑅} 

(2) 
 

where 𝕀𝐵𝐺𝑅  and 𝕀𝐵𝐷𝑅 are the sets of pixels in the background and the border respec-
tively, and 𝕀𝐵𝑇𝑅 and 𝕀𝐴𝐵𝑅 are the set of brain tissues pixels and the abnormality region 
respectively. 

To remove the unimportant information from the image we shall define the map-
ping 𝝓: 𝕀 → 𝕀𝐼, which removes all the unnecessary information and keeps the important 
pixels only. The function 𝝓 can be implemented by masking the image with a mask de-
rived from the image itself. The mask can be extracted by a thresholding process fol-
lowed by morphological operations such as dilation and closing. 

Fig. 5 shows the steps of removing the unimportant information. In this figure, (a) 
shows the original image, this image undergoes a binarisation process using Otsu 
thresholding technique. The image obtained from the binarisation process, which is 
shown in (b), contains some holes that affect the masking process. The morphological 
closing process is then applied to fill the gaps in the mask in (b). This process produces 
the mask shown in (c) which includes all the details of the brain including the borders.  

As it was discussed earlier, the information contents of the borders are also part of 
the unimportant information. Therefore, the border should be removed as well using 
what is known as the skull stripping technique. After the skull stripping process, the 
mask shown in (e) is obtained which produces the important information of the brain 
given in (f). 

 

      

(a) (b) (c) (d) (e) (f) 
Fig. 5. Implementation of 𝜙 by masking the image, (a) original image, (b) image  
after applying Otsu thresholding, (c) the mask after using morphological closing  

operation, (d) image after removing the background, (e) mask to remove  
the borders, (f) important information in BTR and ABR. 

 
 
Procedure 1 summarises the process of extracting the important information from 

the image. The process starts with thresholding the image to extract the mask corre-
sponds to the important information. This step is followed by a morphological closing 
filtering process to fill the gaps in the mask, then a blob extraction algorithm is applied 
to identify the largest blob which represents the border of the tissues (the skull) and re-



move it. Finally, the remaining blob is the brain tissues region which contains the ab-
normal part also. 

 
Procedure 1 Extracting the important information from the image 

Procedure Get_Important_info(image): 

Begin: 

    # Apply Otsu thresholding 

    Threshold = Otsu (image) 

    # fill the gaps in the mask                   

    Mask = Morphological_Closing (Threshold) 

    # get the connected regions  

    Blobs [] = Get_Blobs (Mask)  

    # sort the connected regions based on their size              

    Blobs[] = Sort_descending (Blobs[]) 

    # Re-

move the largest connected region which represents the border      

    remove_largest_component(Blobs[]) 

    # the second largest component is the mask corresponding to the  

      important information         

    Important_Mask = Blobs [1] 

    # Extract the region which contains the important information     

    important_Region = bitwise_AND (Import_Mask , image) 

End  

 
 
The effect of the presence of the background and borders on the mean and variance 

values is shown in Table 1, which shows the same image with different extent of back-
ground and borders, and the corresponding mean, median, standard deviation, and var-
iance values. In case No. (1), the value of the mean and median is much smaller than the 
rest of the cases. This is due to the effect of the background which consists of black pixels 
with intensity values of zero. In case No. 2, the effect of the background is slightly less 
than in case No. 1 as we removed most of the background, but even though most of the 
black pixels were removed, the remaining background still affects the mean and median 
measures. In case No. 3, the background effect was completely removed and only the 
brain image is considered. The mean and median values are higher than the previous 
cases and the deviation is lower as the variation is reduced when the black area is re-
moved. Finally, in case No. 4, the mean and median values are lower than in case No. 3 
as the border was represented in this image by light pixel. 

 
 
 
 
 
 
 



Table 1. The mean and variance values corresponding to various cases of back-
ground and borders presence. 
Case  Image Description Mean Median Stdv variance 

1 

 

Whole image 55.53 50.5 61.372 3766.522 

2 

 

Image with reduced 
background 

86.85 88.0 56.73 3218.293 

3 

 

Image with no back-
ground but with bor-
ders 

103.673 94.0 46.894 2199.047 

4 

 

Image without back-
ground and borders 
 
 
 
 

96.15 97.5 36.1 1303.21 

3.2 Abnormality identification 

In this section, we shall discuss the process of applying the irregularity filter. As it 
was discussed earlier, the irregularity shall be measured in terms of uniformity which is 
represented by the expected value and variation which is represented by the variance or 
the standard deviation.  The irregularity measure can be expressed as given in equation 
(3) [52], [51]. The expected value (the mean) 𝜇 and the variation value (the variance or 
the standard deviation) 𝜎2 or 𝜎  are calculated for the entire image, thus the irregularity 
mapping (𝜻) can be extracted as a function of the expected value and the variation value 
as given in equation (3). Since Standard deviation looks at how spread out a group of 
numbers is from the mean and the variance measures the average degree to which each 
point differs from the mean, the variance is used in identifying the variation as our in-
terest focuses on the variation regardless of the distribution. 

𝜻: 𝕀𝐼 →  𝕀𝐻 

𝑣𝑥,𝑦 = 𝜻(𝑝𝑥,𝑦, 𝜇, 𝜎2) = (𝑝𝑥𝑦 − 𝜇)
2

𝜎2 

𝑝𝑥,𝑦  ∈  𝕀𝐼  ∀ 0 ≤  𝑥 < 𝑤, 0 ≤ 𝑦 < ℎ  

𝑣𝑥,𝑦  ∈  𝕀𝐻  ∀ 0 ≤  𝑥 < 𝑤, 0 ≤ 𝑦 < ℎ 

(3) 
 

In the above equation, the mapping 𝜁 is used to highlight the value of the pixel in-
tensity, 𝑣𝑥,𝑦 is the value of the pixel in the location (𝑥, 𝑦) after applying the saliency filter.  



To show that the value of vx,y is small in regular regions and large in irregular re-

gions, we need first to discuss the values of the expected value and the variance. The ex-
pected value and the variation of continuous random variables are given in the following 
equations: 

𝜇 =  𝐸(𝑥) =  ∫ 𝑥 𝑓(𝑥)𝑑𝑥
∞

−∞

 

𝜎2 = 𝐸(𝑥2) − 𝜇2  = ∫ 𝑥2 𝑓(𝑥)𝑑𝑥
∞

−∞

−  𝜇2 

(4) 
 

Since the digital image is discrete, then the above formulas are represented as fol-
lows: 

𝜇 = ∑ ∑ 𝑝𝑥,𝑦. 𝑃(𝑝𝑥,𝑦)

𝐻

𝑦=0

𝑊

𝑥=0

 
(5) 
 

Since the probability of occurrence of each pixel is 
1

𝑁
 , where 𝑁 =  𝑊 × 𝐻, the mean 

is then equal to: 

𝜇 = ∑ ∑ 𝑝𝑥,𝑦 . 𝑃(𝑝𝑥,𝑦) =

𝐻

𝑦=0

𝑊

𝑥=0

∑ 𝑥𝑖 .
1

𝑁
= 

𝑁

𝑖=0

1

𝑁
 ∑ 𝑥𝑖 

𝑁

𝑖=0

 

𝜎2 = ∑ ∑(𝑝𝑥,𝑦 −  𝜇)
2

. 𝑃(𝑝𝑥,𝑦)

𝐻

𝑦=0

𝑊

𝑥=0

  

(6) 
 

To prove that the value of 𝑣𝑥,𝑦 is minimum in regular regions, we need first to find 

the minimum value of the mean square error 𝜀 which is represented as 𝜀𝑥𝑦 =
1

𝑁
∑ (𝑝𝑥𝑦 − 𝜇)

2
𝑥,𝑦 . The minimum value can be found by differentiating 𝜀𝑥𝑦 with respect to 

𝑝𝑥𝑦 and equate it to zero. 
𝜕𝜀𝑥𝑦

𝜕𝑝𝑥𝑦
=

1

𝑁
∑ 2 (𝑝𝑥𝑦 − 𝜇)

𝑥,𝑦 

= 0 (7) 
 

Since 𝜇 is constant and we are applying the mean square error on a single pixel then 
the equation will be: 

𝜕𝜀𝑥𝑦

𝜕𝑝𝑥𝑦
=

1

𝑁
2 (𝑝𝑥𝑦 − 𝜇) = 0 →  𝑝𝑥𝑦 = 𝜇 

(8) 
 

The maximum value of 𝜇 is 255 when all pixels are white and the maximum value of 
𝜀𝑥𝑦 is always less than 255 when the mean is maximum, and the pixel intensity is 0. 𝜀𝑥𝑦 

will not reach 255 as the presence of pixel with an intensity value of zero will never allow 
the mean to be 255.  

In the same way, we can prove that the variance is minimum at the regular regions. 

𝜕𝜎2

𝜕𝑥
=

𝜕

𝜕𝑥
(∑ ∑(𝑝𝑥,𝑦 −  𝜇)

2
. (

1

𝑁
)

𝐻

𝑦=0

𝑊

𝑥=0

) = (
1

𝑁
) ∑ ∑ 2 (𝑝𝑥,𝑦 −  𝜇)

𝐻

𝑦=0

𝑊

𝑥=0

= 0 →   𝑝𝑥,𝑦 =  𝜇 
(9) 
 

3.3 Proposed Algorithm 

The proposed algorithm is summarised in the algorithm given in Procedure 2 and the 
diagram shown in Fig. 6. The following are the main steps of the algorithm: 



1. Filtering: In this step, a low pass filter is applied to remove any outliers and noise; 
many filters can be applied here such as averaging, median, and bilateral filters. Bilat-
eral filter is preferred because it does not degrade the edges much and effective in re-
moving the noise and outliers. 

2. Skull striping: In this step, the unimportant details such as skull and eyeballs are 
removed using the method described in 
Procedure 1. 

3. Saliency filter application: To highlight the salient region of the image, which is 
mostly the abnormal region, a saliency filter is applied. The resulting image can then be 
easily thresholded and converted into a binary image. 

4. Abnormality mask extraction: To improve the binary image, the application of 
some morphological operations such as closing, opening, and erosion was studied, and 
their effect on improving the results was discussed.  

5. Masking: To extract the abnormal region, a bitwise ANDing process is applied be-
tween the extracted mask and the original image. The resulting image represents the ab-
normal region. 

 
Procedure 2. Extracting the abnormal region from the image. 

Procedure Extract_Abnormal_Region(Original_image): 

Begin: 

    # Apply Smoothing  

    Smoothed_image = Bilateral_Smoothing (Original_image) 

    # Apply Skull Striping                   

    NSKL = Skull_Stripping (Smoothed_image) 

    # Apply Saliency Filter  

    Saliency = Apply_Saliency (NSKL)  

    # Apply Binarisation             

    Binary = Binarisation (Saliency) 

    # Improve Binary Image using Morphological Filters      

    Abnormality_mask = Morphological_Filter (Binary) 

    # Extract the resultant abnormal Part  

    Re-

sult = Bitwaise_And (Abnormality_mask, Original_image)        End  

 
 

 
Fig. 6. Proposed algorithm diagram. 



4 Results and Discussion  
The proposed approach has been implemented and applied to a standard dataset 

containing 250 various brain images established by selecting a subset from “Brain MRI 
Images for Brain Tumour Detection” [14] and “Brain Tumour Classification (MRI)” [15]. 

In the discussion we shall consider the following cases which are shown in Fig. 7: 
1. Whole image: In this case, the image as a whole is processed as shown in Fig. 7 

(a). 
2. Reduced Background (RBG): In this case, the background is reduced to the min-

imum as given in Fig. 7 (b). 
3. No Background (NBG): In this case, only the brain tissues and the borders are 

considered as shown in Fig. 7 (c). 
4. No Skull (NSKL): In this case only the brain tissues including abnormality, if any, 

are considered. This case is shown in Fig. 7 (d). 
 

    
(a) (b) (c) (d) 

Fig. 7. The four cases that are used in our test, (a) whole image, (b) reduced back-
ground, (c) no background, (d) no skull. 

4.1 Statistical Measures 

The statistical measures and the effect of the presence of the background, borders, 
and skull have been studied carefully to select the appropriate measures which give the 
best result. The curves in Fig. 8 (a) show a comparison among the values of the mean in 
the four mentioned cases. From the figure, it is clear that the mean in the first case 
(whole image) is lower than in other cases. This is because of the effect of the back-
ground which contains mostly black pixels with low values. The same applies to the RBG 
curve where the effect of the rest of the background is still present. The NBG and NSKL 
curves show that the value is higher and are close to each other. 

Fig. 8 (b) shows the curves of the variance for the four cases, from the curves one 
can notice that the variance values in the first two cases (whole and RGB) are high and 
this is due to the presence of the background. In the case of NBG, the background has no 
effect, but the presence of borders represented by the skull, eyeballs and other details 
made the variance value higher than in the last case, which is NSKL.  

 



  
(a) (b) 

Fig. 8. Comparison of the mean and variance in the four cases, whole, RBG, NBG, 
and NSKL, (a) expected value curves, (b) variance curves. 

 
The effects of the presence of unnecessary information such as the background of 

the image and the boundaries of the brain are also shown in Fig. 9 (a), where the averag-
es of the mean and the median values are lower in the cases of the whole image and RBG 
and being higher in NBG and NSKL while the average value of the standard deviation 
decreases as the background and boundaries diminish. Finally, Fig. 9 (b) shows a com-
parison between the mean and the median values of the four cases. The values are close 
to each other as the background effect decreases until very close values are reached in 
the absence of the background. 

 

  
(a) (b) 

Fig. 9. Comparison of the average of mean, median, and standard deviation in the 
four cases: whole, RBG, NBG, and NSKL, (a) mean, median, and standard deviation for 

each case, (b) mean and median values for each case. 
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Fig. 10 shows the results obtained from applying the algorithm to a sample image 
from the dataset. The figure shows that the original image undergoes a skull stripping 
process giving a skull stripped image. The resulting image then undergoes a saliency en-
hancement process to highlight the abnormal regions. The mask is then extracted to be 
used to limit the saliency algorithm from being applied to the background or boundaries. 
The selection of the threshold value to create the binary image is not a difficult process 
as the difference between the important region (abnormal) and other unimportant re-
gions is high. The value of the threshold can be selected between 100 and 200 and in our 
experiments, we used 127 as this value represents the midpoint of the grey levels. 

The obtained binary image contains the salient region, which is the region that con-
tains the abnormal parts, in addition to some other small regions which were falsely de-
tected. Therefore, a morphological operation is needed to improve the result, where sev-
eral operations were tested to determine the operation that produces the best results. 
From the figure, it is evident that the morphological closing operation improved the ab-
normal area but increased the size of other undesirable and incorrectly identified re-
gions while the erosion operation removed and reduced the size of the unwanted parts, 
but it also reduced the size of the abnormal area. Finally, the morphological opening fil-
ter removed the wrongly detected areas and kept the salient area unchanged. 

In many cases, the edges of the tissue appeared as important regions and to reduce 
this effect, a refinement was made by shrinking the mask by five pixels or by no more 
than 3% of its size to overcome this effect. This amendment does not affect the results as 
its effect is limited to the cases where the abnormal area is located on the borders, which 
is rare, and this modification does not have a significant impact on the results obtained. 
This is illustrated in the third row of Fig. 10. 

 

 
Fig. 10. Applying the proposed algorithm to a sample of the dataset. 



4.2 Evaluation  

The precision-recall measures given in equation (10)  are widely used in comparing 
binary images with each other such as salient regions comparison with the ground truth 
data. The same can be applied to comparing the obtained abnormal regions masks with 
the ground truth masks.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|{𝑅𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑} ∩ {𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}|

|{𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}|
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
|{𝑅𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑} ∩ {𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}| 

|{𝑅𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}|
 

(10) 

The formulas of the precision and recall given in equation (10) are modified to make 
them suitable for comparing the extracted region with the ground truth images. The new 
formulas are given in equation (11). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑ 𝑅(𝑥, 𝑦). 𝐺(𝑥, 𝑦)(𝑥,𝑦)

∑ 𝑅(𝑥, 𝑦)(𝑥,𝑦)
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
∑ 𝑅(𝑥, 𝑦). 𝐺(𝑥, 𝑦)(𝑥,𝑦)

∑ 𝐺(𝑥, 𝑦)(𝑥,𝑦)
 

(11) 

where 𝑅(𝑥, 𝑦) and G(𝑥, 𝑦) are the resulting image after identifying the abnormality 
and the ground truth image, respectively.  

F-Measure is used to evaluate the overall performance and is defined as the 
weighted harmonic mean of precision and recall and is given by equation (12). 

𝐹 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (12) 

4.2.1 Precision, Recall, F-Measure Features 
The main features of precision, recall, and F-Measures are listed below: 

1. The precision measure is high when the intersection between the extracted region 
and the region in the ground truth image is large, but it is also high when the ground 
truth region is a subset of the extracted region, which is a drawback of this measurement 
as illustrated in cases 3, 4, and 7 in Table 2. 
2. The recall measure is high when the intersection between the regions in the two 
images is high, but it is high also if the extracted region in the resulting image is a part of 
the region in the ground truth image as shown in case 6 in Table 2.. 

3. The F measure is extracted from both measures and it reduces the effects men-
tioned in the above points. 

Table 2. Precision, Recall, and F-Measure for the various cases. 
Case: 1 2 3 4 5 6 7 

Ground 
Truth 

       

Resulting 
region 

       

Precision 0.3487 0 1.0 0.9981 0 0.72855 1.0 
Recall 0.3482 0 0.24517 0.65981 0 0.99935 0.05305 
F-M 0.348 0 0.3938 0.7944 0 0.842736 0.10075 



4.2.2 Cases considered in the evaluation 
In the following discussion we shall consider the following cases: 
1. B: The binary image obtained from applying the thresholding process. 
2. C: The binary image after applying morphological closing. 
3. E: The binary image after applying erosion. 
4. O: The binary image after applying morphological opening 
5. BC: The binary image obtained from applying the thresholding after the shrinking 

refinement. 
6. CC: The binary image obtained after applying morphological closing to BC. 
7. EC: The binary image obtained from applying morphological erosion to BC. 
8. OC: The binary image obtained from applying morphological opening to BC. 
Fig. 11 shows the precision, recall, and F-measure curves as well as the average of the 

three measures in all of the mentioned eight cases. In this figure, (a) shows the precision 
curves in which the best curves are associated with B and C cases and the worst cases are 
associated with erosion (E and EC). In Fig. 11 (b), which shows the recall curves, the best 
curves are associated with erosion and the ones associated with B and C cases are much 
less than others. This is because of the drawbacks mentioned above, as in the cases E 
and EC the resulting regions might be subsets the ground truth region as the erosion 
usually reduces the size of the resulting region and hence the recall value is high, while 
in case B, the value is smaller because of the extra undesired regions that were falsely 
extracted. 

 

  
(a) (b) 

  
(c) (d) 

Fig. 11. Precision, Recall, and F-Measure Curves, (a) precision, (b) recall, (c) F-
measure, (d) average measures. 
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The F-measure shown in Fig. 11 (c) is more accurate than the precision and recall 
measures separately as it is derived from both measures. According to the curves in Fig. 
11 (c) and the averages given in Fig. 11 (d), it was found that the best results have been 
obtained from B, O, C, BC, OC, and CC.  

To differentiate between the cases mentioned above, a qualitative comparison has 
been made as shown in Fig. 12, which shows samples of the results obtained. By combin-
ing both qualitative and quantitative evaluation, we concluded that C and CO are the 
cases where the best results can be obtained. 

 

# Original Image 
Saliency Ap-
plied 

Extracted 
Mask 

Result Ground Truth 

1.  

     

2.  

     

3.  

     

4.  

     

5.  

     

6.  

     

7.  

     

8.  

     
Fig. 12. Samples of the results obtained from applying the proposed algorithm. 

4.2.3 Results Benchmarking 
The obtained results were benchmarked with state-of-the-art research considering 

in the benchmarking the dataset and the approach used in addition to the accuracy. Un-
fortunately, there is no single approach to measure or evaluate the effectiveness of the 



segmentation process and even the accuracy which is adopted by many research cannot 
give accurate evaluation alone. The accuracy is usually calculated as a ratio of the cor-
rectly identified images to the total images in the dataset and ignores the quality of the 
extracted region.  

The methods considered in the benchmarking are listed in Table 3 and a brief de-
scription is given below:  

1- Anitha and Murugavalli (AM), in this approach, the authors used an adaptive K-
means algorithm for segmenting and isolating the tumour from the rest of the brain tis-
sues using three custom datasets including 40, 60 and 70 images respectively [53].  The 
main limitation of this approach is the small number of images in the dataset.  

2- El-Dahshan et al. (ELD-1), where the authors used Pulse Coupled Neural Network 
(PCNN) for segmenting the images. They used a subset from the Harvard Medical 
School dataset (HMS) including 101 images divided into 14 normal and 87 abnormal 
brain images. The dataset was divided into 65 images for training and 36 for testing 
[54]. The authors reported an accuracy of 99% where the number of images in the test 
set is 36. If 35 images were predicted correctly that means the accuracy is 97.2%. The 
other limitation is the low number of images used in the training and the test. 

3- Zöllner et al. (ZO), in this method, the author suggested the use of Support vector 
machine (SVM) and applied their algorithm to 101 images from Gadovist, Bayer Scher-
ing Pharma dataset (BSP) [55]. Again, the main limitation is the small number of images 
in the dataset and the accuracy which was reported in the research is 85%. 

4- El-Dahshan et al. (ELD-2), this research was used as well in the benchmarking 
process. This research uses feed-forward back- propagation artificial neural network 
(FP-ANN) and k-nearest neighbour (k-NN) classifiers to classify whether the brain is 
normal or abnormal. This research is not quite useful in our benchmarking as the pro-
posed algorithm does not include a segmentation process. They applied their method to 
70 images from HMS dataset [56]. The author reported an accuracy of 98%. 

5- Gilanie et al. (GIL) approach, where the authors used Gabor texture features and 
SVM to classify the images into normal and abnormal. They used three subsets from 
HMS dataset with 101, 75 and 70 images respectively [57]. Although the authors have 
reported an accuracy of 100%, the small number used in the experiments is still a limita-
tion.  

6- Damodharan and Raghavan (DR) approach, this approach uses a neural network 
for classification and  WM, GM, CSF for segmentation [58]. There is no information 
available about the dataset and the number of images used. The authors reported an ac-
curacy of 85% 

7- Zanaty  (ZN) approach, In which, the authors proposed a hybrid approach, com-
bining FCM, seed region growing (SRG), and Jaccard similarity coefficient (JSC) algo-
rithm for segmentation [59].  The accuracy was reported to be 90% with no information 
about the dataset. 

8- Kumar and Vijayakumar (KV) approach, in this approach, the authors introduced 
a method that used principal component analysis (PCA) and radial basis function (RBF) 
kernel-based SVM for segmentation and classification [60]. The authors used a subset of 
HMS dataset and no information is available about the number of images. The authors 
reported an accuracy of 94%. 

9- Cui et al. (CUI) approach, in which, the authors used a localised fuzzy clustering 
(LFC) with spatial information to form an objective of medical image segmentation and 



bias field estimation (BFE) for brain MR images [61]. The authors reported an accuracy 
of 83% to 94% and no clear information found about the dataset. 

10- Sachdeva et al. (SAC) approach, where the authors proposed using ANN 
PCA-ANN to classify, segment, and extract features from the MR images  [62]. The au-
thors reported an accuracy of 77% to 91% using images for 55 patients. 

From the above discussion, we can see that the proposed approach has produced a 
high accuracy value.  

Table 3. Benchmarking with existing approaches 
# Approach Approach Dataset Number of images Accuracy 

% 
1.  AM [53] K-means Custom dataset 1 40 85 

Custom dataset 
2 

60 96.6 

Custom dataset 
3 

70 94.3 

2.  ELD-1 [54] PCNN HMS 101, 14 normal and 87 
abnormal 

99 

3.  ZO [55] SVM BSP 101 85 
4.  ELD-2 [56] PCA+KNN HMS 70, 10 normal and 60 

abnormal 
98 

5.  GIL [57] Gabor, SVM HMS 101, 14 normal and 87 
abnormal 

100 

HMS 75, 15 normal and 60 
abnormal 

100 

HMS 70, 10 normal and 60 
abnormal 

100 

6.  DR [58] ANN, WM, 
GM, CSF 

- - 85 

7.  ZN [59] FMC, SRG, 
JSC 

- - 90 

8.  KV [60] PCA, RBF, 
SVM 

HMS - 94 

9.  CUI [61] LFC, BFE - - 83 to 95 
10.  SAC [62] ANN PCA-

ANN 
Custom 55 patients 77 to 91 

11.  Proposed Saliency Custom 250 96 
 

5 Conclusions 
In this research, a new approach to extract the abnormal regions from the MRI im-

ages is presented. The new approach considered the saliency extraction algorithms in 
the identification process as it considered the similarity between the abnormality extrac-
tion in MRI and the saliency extraction definition. Irregularity-based saliency extraction 
approach was used as the abnormal region in the brain, which is probably a tumour, is 
smaller than other parts of the brain and differs in terms of luminance, colour, and tex-
ture. The algorithm was applied to a standard database consisting of 250 images and the 



obtained results were discussed thoroughly. Various cases have been considered to de-
cide the optimum conditions which give the best results. The obtained results have been 
evaluated using a common evaluation approach which is the precision-recall measure in 
addition to the F-measure which is derived from these two measures. The obtained re-
sults showed a high level of accuracy that reached 96%. The proposed algorithm used 
statistical measures in deriving the irregularity identification function, nevertheless, 
other measures can be used and tested as well such as those that can be derived from the 
structure or the texture of the image. 
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