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Abstract 
The paper presents the pilot project "Tools and methods of visual analytics as part of the 

workload management system ProdSys2/PanDA of the ATLAS experiment at the Large 
Hadron Collider." The project is aimed at expanding the functionality of the existing ATLAS 
monitoring system using a visual analytics approach to analyze large volumes of 
multidimensional data of computing tasks and jobs. The functioning of ATLAS workflow 
management system (WMS) is associated with the processing of multi-petabytes and 
exabytes data volumes. In this case, the new challenges arise that require the use of multi-
level interactive visualization tools to analyze the correlations between individual datasets 
and their representations. The article contains the description of the proposed approaches to 
visual analysis of multidimensional data, as well as the definition of areas of use of visual 
analytics applications for data processing in the ATLAS experiment. The tasks for 
approbation of the recommended methods using the example of the analysis of statistical 
data of ATLAS WMS are determined. The final part of the article is devoted to the 
organizational component of the pilot project. 
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1. Introduction 
The pilot project "Tools and methods of 

visual analytics as part of the workload 
management system (WMS) 
ProdSys2/PanDA of the ATLAS experiment 
at the Large Hadron Collider (LHC)" is 
aimed at developing state-of-the-art visual-
ization and analytical approaches, and 
tools for monitoring distributed WMS us-
ing the example of data processing and 
analysis system of the ATLAS experiment 
[1] at LHC [2] (CERN, Switzerland). Initial 
motivation of the project is associated with 

the experiments at LHC, but both quantita-
tive and qualitative requirements are 
common for many experiments in high en-
ergy and nuclear physics (HENP). There-
fore this project is of interest to a wide 
range of scientific groups, as the discussion 
under of the 26th Symposium on Nuclear 
Electronics and Computing (NEC2017) has 
shown [3]. 

Internal information (such as, descrip-
tion of format and every stage of pro-
cessing of data from physical experiments) 
of distributed data processing systems 
should be processed, analyzed and pre-
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sented to users of the system in a suitable 
and compact form. For this purpose, spe-
cialized monitoring systems are being de-
veloped. The paper [4], also published in 
this issue of the journal, describes the 
monitoring system currently existing in the 
ATLAS experiment - BigPanDA. The sys-
tem includes following possibilities of data 
visualization: interactive interfaces, para-
metric tables and various charts (histo-
grams, bar and pie charts, simple two-
dimensional graphics). Until now, the re-
quirements for the monitoring system have 
been limited to the use of basic visual anal-
ysis methods for a limited class of tasks, 
and data dimensionality limited to three 
dimensions. However, the constant in-
crease in the amount of processed data and 
the complexity of the computing infra-
structure of WMS of the ATLAS experi-
ment, as will be shown below, produces 
new challenges related to the visual analy-
sis of large volumes of multidimensional 
data. 

Under this project it is proposed to ap-
ply a fundamentally new approach to mon-
itoring the operation of complex distribut-
ed systems, and to change the "classical" 
monitoring of WMS (particularly, in the 
field of HENP) using visual analysis meth-
ods [5,6] to improve the quality of metrics 
for data state definition. The application of 
these methods will allow to remove the re-
striction on the number of dimensions of 
the analyzed data, providing the generation 
of multidimensional geometric interpreta-
tions for visual analysis. As a result, the 
functionality of the monitoring system will 
be expanded by the ability to detect explicit 
correlations between different data objects 
and the use of multi-level interactive inter-
faces. In addition, the joint application of 
visual analytics and "machine learning" 
methods will increase the level of automa-
tion in the functioning of data processing 
and analysis systems primarily in the field 
of particle physics. 

2. Issues of management 
of extremely large data 

The scientific research cycle on modern 
installations can lasts for decades (for ex-

ample, scientific communities on the LHC 
were established more than 25 years ago, 
the data collection was started 9 years ago 
and will last at least another 10 years). 
During the lifetime of the experiments, the 
installations and detectors are moderniz-
ing, information technologies are qualita-
tively changing. At the same time, the soft-
ware and hardware infrastructure as well 
as the data processing model (computing 
model) are evolving: the number of data 
centers is constantly increasing (new archi-
tectural solutions are emerging), the sce-
narios for launching and performing analy-
sis, data processing and modeling tasks are 
changing, software versions are being up-
dated, the technologies of storage and ac-
cess to data and metadata becomes differ-
ent. Under a constantly evolving and com-
plex computing infrastructure as well as a 
simultaneous growth of information flow, 
it becomes difficult to control the operating 
of data management systems, organize da-
ta processing and simulation of the exper-
iment, predict and timely detect possible 
anomalies in the functioning of individual 
hardware and software components of the 
computing infrastructure and data pro-
cessing systems. To solve these problems 
specialized analytical tools are being devel-
oped in modern experiments. A separate 
crucial task is to search for patterns or 
analysis of anomalies in the operating of 
complex distributed systems, correlations 
between the actions of the operator's ser-
vice and the behavior of the system, predic-
tion of system performance in case of soft-
ware changes.  

The second generation of the ProdSys2 
(Production System) [7] of the ATLAS ex-
periment, in conjunction with the workload 
management system PanDA [8] (Produc-
tion and Distributed Analysis system), that 
is a complex set of hardware and software 
tools for organizing, planning, starting and 
executing computing tasks and jobs (Figure 
1). ProdSys2/PanDA is responsible for all 
stages of data processing, analysis and 
modeling, including simulating of physical 
processes and functioning of the detector 
using the Monte Carlo method, 
(re)processing of physical data, performing 
highly specialized tasks (e.g., setting a 



high-level trigger or a software quality as-
surance task). Using the ProdSys2/PanDA 
software, the ATLAS scientific community, 
individual physical groups and scientists 
have access to hundreds of WLCG [9] 
(Worldwide LHC Computing Grid) compu-
ting centers, supercomputers, cloud com-

puting resources and university clusters. 
Characteristics of the system can be re-
flected by the following indicators: imple-
mentation of more than a million compu-
ting tasks per day at 200+ computer cen-
ters by thousands of users utilizing more 
than 300,000 nodes.

 

 

Fig.1. Data processing workflow at the ATLAS experiment 

In a distributed system, there is always a 
competition between different threads of 
computing tasks. For example, in the peri-
od preceding the main physical confer-
ences, the number of data analysis tasks 
distinctly increases (from Figure 2 it fol-
lows that in the ATLAS experiment there 
was a sharp increase in the number of 
computing jobs performed in certain 
months). Therefore, when starting compu-
ting jobs, there can be significant delays 
due to the lack of a free computing re-
source. As a rule, the end user is interested 
not so much in the process of computing 
jobs execution as in the ability to predict 
the data processing (or analysis) comple-
tion time and get a scientific result in a 
predetermined time period (it can be hours 
for analysis tasks, or weeks for data pro-
cessing). The tasks flow itself has several 
phases of execution (e.g., modeling, digiti-
zation, reconstruction, creation of objects 
for physical analysis, physical analysis it-

self) and each stage (phase) can be per-
formed on geographically distributed com-
puting centers, which includes the transfer 
of initial input data between computing 
centers and can affect the total execution 
time of the entire computing tasks flow. 
Possible hardware malfunctions may re-
quire redistribution of tasks between com-
puting centers, that also provides addition-
al ambiguity in the prediction of the data 
processing metrics. At the moment there is 
no central portal for monitoring, the opera-
tor is forced to view data transfer sched-
ules, task performing schedules, tables 
with information about the computing cen-
ters and individual components function-
ing. The creation of a single portal and the 
ability to visualize the operation of systems 
will allow to optimize the utilization of a 
computing resource, significantly automate 
and simplify the workflow of data pro-
cessing, and thereby accelerate the deliver-
ing of scientific results.

 



 
Fig.2. Number of completed computing jobs grouped by computing “regions” during 2017 

(average per week)

Information that was accumulated over 
the entire period of operation of WMS of 
the ATLAS experiment (this is more than 
14 years) contains records of the progress 
of execution of more than 10 millions of 
computing tasks and about 3,000 millions 
of computing jobs. Based on such statistics 
it allows to use "machine learning" meth-
ods to make analytical calculations and to 
forecast the software functioning. The work 
related to ProdSys2/PanDA, in which the 
development and usage of "machine learn-
ing" methods for the analysis of processing 
data [10,11] were started, showed that the 
calculated metrics based on the predictive 
analytics allow to increase the efficiency of 
the processing of real and simulated data, 
providing more thorough planning of the 
analysis process (determined by individual 
users or a group of users), predicting pos-
sible failure or abnormal behavior of the 
system (produced by agents of control ser-
vices). 

3. Visual analytics ap-
proach 

In the modern world, problems related 
to processing and analysis of multidimen-
sional data are among the most urgent 
tasks. Many different methods and hard-
ware-software tools are developed to solve 
these tasks, that also includes both auto-
matic and interactive solutions. It is worth 
noting that data visualization can be used 
within these methods. Currently, the ap-
proach of visual analytics is widely used. 
This approach was preceded by solutions 
for solving tasks of multidimensional data 
analysis by a variety of visual methods. 

A review of the literature describing spe-
cific applications using visual methods 
makes it possible to assert that, in reality, 
interactive systems with multidimensional 
data are often given less importance than 
systems for displaying the results of apply-
ing data analysis methods. Examples in-
clude systems such as the situational 



awareness system AdAware [12], the visual 
analysis system in aircraft engineering [13], 
the SAS Visual Analytics software package 
[14], designed to process and analyze large 
amounts of business data. Experience has 
shown that classical methods of parallel 
coordinates, Andrews curves, Chernoff fac-
es and other similar mnemonic graphical 
representations are widely used for visual 
representation of multidimensional data. 
All these visual methods are based on the 
fact that the analyzed tuples of numerical 
data are interpreted as the values of the pa-
rameters of such mnemonic graphical 
maps. Examples of such mappings are 
shown in Figures 3,4.  

It should be noted that all systems using 
the above visual methods are essentially 
configured to internal processing of multi-
dimensional data and presentation of it to 
analysts in a convenient form. They do not 
provide an opportunity to work with the 
analyzed data directly and their multivari-
ate geometric interpretations using corre-
sponding visual representations that are 
natural for human. The approach of visual 
analytics involves solving data analysis 
tasks, and, in particular, tasks of multidi-
mensional data analysis, using a conducive 
interactive visual interface. 

One of the most common forms of visual 
analytics is the solution for tasks of multi-
dimensional data analysis by the visualiza-
tion method [17]. The solution of the task 
of the initial data analysis by the visualiza-
tion method consists of the sequential solu-
tion of the following two subtasks (Figure 
5). 

 

 
Fig.3. Fisher's Iris data set presented in 

the form of the Andrews curves [15] 
 
 

 
Fig.4. Chernoff faces for medical data 

[16] 
 
 
 
 
 
 
 

 
 

 
Fig.5. Data analysis using the visualization method 



The first subtask is to get a representa-
tion of the analyzed data in the form of a 
certain graphic image (the visualization of 
the original data), which is solved using a 
computer. The resulting graphic images 
serve as a natural and convenient means to 
represent the spatial interpretation of the 
initial data to the person (analyst). Spatial 
interpretation is one or more spatial ob-
jects (i.e., the spatial scene), which are set 
in compliance to the analyzed data. The 
second subtask, which is no less important, 
is the visual analysis of the graphical repre-
sentation of the analyzed data obtained as 
a result of solving the first subtask, while 
the analysis results are interpreted with 
respect to the original data, and which is 
solved directly by the analyst. The spatial 
scene is visually analyzed using the enor-
mous potential possibilities of the analyst's 
spatial and conception thinking during the 

analysis. As a result of solving this prob-
lem, the analyst makes some judgments 
about the spatial scene. Thus, judgments 
about the object under consideration are 
formulated. The process of visual analysis 
of the graphic image is not strictly formal-
ized. The efficiency of visual analysis is de-
termined by the experience of the person 
who carries out this image analysis and his 
propensity for spatial and conception 
thinking. Looking at the resulting image, a 
person is able to solve 3 main tasks: analy-
sis of the shape of spatial objects, analysis 
of their relative positions and analysis of 
graphic attributes of spatial objects. 

Under this project, it is proposed to use 
the multidimensional geometric modeling 
of the initial data, which are considered as 
multidimensional tabular data about com-
puting jobs (Table 1)

Table 1. Representation of computing jobs (multidimensional tabular data) 

A geometric interpretation is carried out to 
solve the defined task. Rows of the table 
correspond to multidimensional points in 
the space En, 𝑝𝑖 = (𝑝𝑖

1, 𝑝𝑖
2, . . . , 𝑝𝑖

𝑛) ∈ 𝐸𝑛, and
the values of the computing job parameters 
are the coordinates of multidimensional 
points. It is suggested to interpret the dif-
ference in parameter strings as the Euclid-
ean distance between the points of this 
multidimensional space (the longer the dis-
tance is, then the lines are more different). 

With this interpretation, the analysis of the 
distance between points of the N-
dimensional space is assigned to the analy-
sis task of similarities and differences in 
records of computing jobs. 

It is proposed to use a visual presenta-
tion of points in the N-dimensional space 
to analyze the distance between these 
points. At the beginning, the original set of 
points is projected onto one of the three-
dimensional spaces. Wherein:

 The multidimensional point pi is projected into the sphere Si.



 If the distance between the points of the N-dimensional space p1 and p2 is less than the 
threshold distance d given by the analyst in an interactive mode, then a cylinder is con-
structed to connect the spheres S1 and S2. 

 The color of the cylinder simulates the distance between the points p1 and p2 from red 
(small distance) to blue (long distance).

 

Then, the graphic projection of spheres 
and cylinders onto the picture plane is per-
formed, and followed by its corresponding 
visual analysis. The resulting set of spheres 
and cylinders forms a spatial scene with a 
given geometry and optical (color) charac-
teristics.  

Thus, visual analysis of the spatial scene 
will allow to judge the distance between the 
original multidimensional points. In the 
process of solving the analysis task, it is 
proposed to set the initial large value of d, 
and then reduce it and select subsets of 
multidimensional points, depending on the 
resulting image in the picture plane. It 
should be noted that under this approach, 
the analyst in the process of data analysis 
does not passively contemplate the spatial 
scene, but has the possibility of interactive 
engagement with it. 

4. Areas of use of visual 
analytics 

4.1. Discovery of relations 
(and influence) between pa-
rameters of data objects 

Interpretation of the parameters of data 
objects and corresponding metrics in the 
N-dimensional space (the dimension is de-
termined by the number of parameters to 
be investigated) to evaluate the mutual in-
fluence and determine their correlations. 

 
 

4.2. Automatic anomaly de-
tection while performing tasks 
of processing, analysis and 
modeling 

Interpretation of data in the N-
dimensional space (dimensionality is de-
termined by the number of parameters to 
be investigated) and projection into 3-
dimensional space will allow clustering of 
objects (by specified parameters and met-
rics) in order to detect objects with non 
typical set of values of specified parameters 
(i.e., anomalous objects). In the case of dis-
tributed workflow management system, 
such data objects are computing tasks and 
jobs (computing task consists of a set of 
computing jobs) that describe the pro-
cessing of data in the corresponding spe-
cialized systems (ProdSys2 and PanDA). 
The collection of the necessary information 
about data processing (object parameters 
and metrics) is performed during the defi-
nition of computing tasks and jobs, and 
their subsequent execution (it is possible to 
take into account parameters and metrics 
which describe the current state of the 
computing environment and the compu-
ting resources used). 

4.3. Determination of the 
reasons for the inefficiency of 
processes for data processing  

Determination of the sequence of stages 
in which there was a failure, a delay or an 
error during the data processing, and the 



identification of a set of values of the speci-
fied parameters in the initial stage that 
caused the failure (based on the methods 
developed in section 4.1). 

4.4. Data popularity estima-
tion for dynamic data manage-
ment 

The popularity of data is determined by 
the number of accesses of analysis tasks to 
datasets (i.e., data objects) and the number 
of requests for additional dataset repli-
cas/copies (at different computer centers). 
When the number of accesses to datasets is 
increased, then the additional data replicas 
should be created automatically, and that 
replicas should be “tied” geographically to 
the computer center with the highest de-
mand. 

The studies carried out based on data 
from the monitoring system showed that 
the "popularity" of data is dramatically re-
duced after about 45 days, which allows to 
make a decision to delete replicas of not 
used datasets from disks and to transfer 
them to tape. 

Visual analytics methods will allow to 
cluster the data by geographical location of 
storage (computing center) and their de-
mand for analysis depending on time. This 
will optimize the requirements for crea-
tion/deletion of additional/redundant data 
replicas. 

5. Approbation of the 
proposed approach 

5.1. Visual analytics of statis-
tical data about computing jobs 
of the ProdSys2/PanDA system 

5.1.1. Problem statement 

Development of visualization tools and 
methodology of using them for cluster 
analysis of tuples of parameters of compu-
ting jobs of the PanDA system. Visual anal-
ysis will allow to identify similar computing 
jobs, as well as to reveal anomalous com-
puting jobs, and at the same time deter-
mining parameters that caused this 
anomaly. 

Development of visualization tools and 
methodology of using them to analyze exe-
cution durations of computing jobs of the 
PanDA system. Visual analysis will allow to 
determine the influence of a certain set of 
parameters (i.e., basic set of parameters, 
which can be extended in the future) on the 
execution time of computing jobs, and the 
identification of a set/range of values of 
individual parameters indicating an in-
crease in the execution time of computing 
jobs (i.e., the deviation from the average 
time, it affects tasks with execution time 
exceeding 3𝜎, it is assumed that this is 
about 7.5% of the number of all tasks). 

Development of visualization tools and 
methodology of using them to analyze the 
popularity of data in relation to time. Visu-
al analysis will reveal the increase/decrease 
in the number of accesses to data as a func-
tion of time, thus providing a convenient 
visual method for decision making process 
of the dynamic management of the data 
replicas distribution. 

5.1.2. Expected results 

Creation of projection graphic images of 
the N-dimensional geometric interpreta-
tions of parameters of computing jobs, 2D 
histogram representation of the number of 
computing jobs (Y axis) grouped by their 
execution durations (X axis), and identifi-
cation of a group of computing jobs with 
"increased" execution duration (more than 
average). 

5.1.3. Data description 

To solve the defined research task, key 
parameters of computing jobs are defined: 

 Duration of the computing job exe-
cution (<duration> = endtime - 
starttime) 

 Name of the job flow-group (gShare) 

 Computing center for the job pro-
cessing (nucleus) 

 Number of events to be processed 
(nEvents) 

 Additional set of parameters (ex-
tended set of parameters for the 
basic set): 
o The name of the analy-

sis/processing stage (pro-



cessingType); the amount of in-
put data for the job (inputFile-
Bytes); the type of input data (in-
putFileType); the amount of out-
put data of the job (outputFile-
Bytes); the initial priority of the 
job (assignedPriority); CPU time 
to process one event (cpuTime-
PerEvent); the hardware archi-
tecture on which calculations are 
performed for the job (cmtCon-
fig); the number of cores (actu-
alCoreCount); software release 
(atlasRelease); CPU efficiency 
per core (CPU eff per core); the 
average size of memory pages al-
located to the process by the op-
erating system and currently lo-
cated in RAM (avgRSS); the av-
erage fraction of shared memory 
used by the CPU (avgPSS); the 
average size of the allocated vir-
tual memory (avgVMEM); the 
maximum size of memory pages 
allocated to CPU by the operating 
system (maxRSS); the maximum 
share of the total memory used 
by CPU (maxPSS); the maximum 
size of the allocated virtual 
memory (maxVMEM) 
 

 Indication parameters: 
o Step of restarting the job (at-

temptNr); error codes (broker-
ageErrorCode, ddmErrorCode, 
exeErrorCode, jobDispatch-
erErrorCode, pilotErrorCode, su-
pErrorCode, taskBufferError-
Code) 

 
The format of the raw data representa-

tion: 

 Combination of job parameters into 
groups 

 The representation of input data in 
the form of matrices corresponding 
to a group of parameters, where 
rows correspond to job records, and 
columns correspond to the parame-
ters of a certain group: 
o 𝐷𝑛×1 - matrix with jobs’ dura-

tions, where n - the number of 
jobs; 

o 𝑃𝑛×3 - matrix with the basic set of 
job parameters (gShare, nucleus, 
nEvents); 

o 𝐸𝑛×16 - matrix with the addition-
al/extra set of parameters; 

o 𝐼𝑛×8 - matrix with the set of indi-
cation job parameters (at-
temptNr, errorCodes). 

 
Data source: 

 Infrastructure ElasticSearch at the 
University of Chicago [18] 

 Indices "jobs_archive_*" 
o Search conditions 

 Acceptable statuses of jobs: 
jobStatus IN ("finished", 
"failed"); 

 Source of jobs: 
prodSourceLabel = 'managed' 

 Type of processing data and 
the stage of processing: RE-
GEXP_LIKE (jobName, 
“^mc(.*\.){3}simul\..*”) 

5.2. Visual analytics of statis-
tical data about execution of 
computing tasks of the 
ProdSys2/PanDA system 

This research task implies an extension 
of the task/problem in section 5.1 applied 
to computing tasks of ProdSys2 and the 
solution proceeds from the results of the 
research task given in 5.1, implies a similar 
approach, but taking into account the spe-
cifics of the data objects that are under 
consideration - computing tasks, on the ba-
sis of which sets of computing jobs are 
formed. 

6. Primary stages of pro-
ject implementation 

Approbation of the approach of visual 
analytics using the example of applying the 
cluster analysis of tuples of the computing 
jobs parameters of PanDA system and es-
timating the distribution of computing 
jobs’ durations. 

Expansion of the developed approach 
with respect to computing tasks of 
ProdSys2. 



Integration of the developed prototypes 
of visualization and analytical tools into the 
monitoring infrastructure of the 
ProdSys2/PanDA system. 

Evaluation of the modification of the ex-
isting ProdSys2/PanDA monitoring using 
the visual analytics approach. 

7. Expected project re-
sults 

As a result of the project, a visual analyt-
ics system will be developed to monitor 
workflow management systems. The devel-
oped system will be an extended analytical 
service of the existing ATLAS monitoring 
system. By means of the developed system, 
the monitoring functionality will be signifi-
cantly expanded, allowing to simulate, pre-
dict the further course and state of the ex-
periment. Visual analytics will form the ba-
sis of a decision support system and strate-
gic planning. 

Cooperation with the ATLAS experiment 
at LHC, availability of access to experi-
mental data and demonstration of the cre-
ated solution and prototype on an existing 
data processing system, will provide a 
unique testing ground for developing ana-
lytical research technologies and applica-
tion of visual analytics methods and will 
allow this project to be among the world's 
most important developments of the given 
area. 

The results of the project will be in de-
mand for the creation of the software for 
the NICA collider (JINR, Dubna), for the 
high-luminosity LHC (HL-LHC), and for 
visualization of scientific information on 
mega-facilities such as XFEL and FAIR. 

8. Primary participants 
The ATLAS collaboration in joint with 

Russian research centers and universities 
participate in this pilot project. 

List of research centers and uni-
versities: 

● National Research Nuclear Univer-
sity "MEPhI" 
○  Laboratory of Scientific 

Visualization 
○  Department of Analysis of Com-

petitive systems 

○  MEPhI group in the ATLAS ex-
periment 

● National Research Center "Kurcha-
tov Institute" 
○  Laboratory of Big Data 

Technologies 
● National Research Tomsk 

Polytechnic University 
● Joint Institute for Nuclear Research 
○  Laboratory of Information 

Technologies 
● Brookhaven National Laboratory 
● University of Iowa 
● University of Chicago 
● University of Texas at Arlington 
● European Organization for Nuclear 

Research (CERN) 
 

9. Work with students 
and teaching activities 

One of the objectives of the project is to 
work with students, including the prepara-
tion of bachelors, masters and graduate 
students who manage to use advanced 
tools for scientific visualization and work 
with data from a physical experiment. The 
courses "Visual Analytics" and "Scientific 
Visualization" are taught at the NRNU 
MEPhI, on the basis of the results of the 
project, special courses for graduate stu-
dents with major in particle and nuclear 
physics, and system engineering will be 
created. In addition, the University of 
Dubna and the Institute of Cybernetics of 
TPU expressed interest in creating joint 
courses on the subject of the project (the 
University of Dubna has created a course 
for training/educating specialists for work 
at the NICA collider. TPU actively partici-
pates in the scientific program in the field 
of particle physics: the COMPASS experi-
ment on a super-proton synchrotron (SPS, 
CERN), and ATLAS and CMS experiments 
at LHC). 

10. Information support 
Information support for the project is 

provided by the journal "Scientific Visuali-
zation" [19], as well as by the informational 
portals of the ATLAS experiment at CERN 



[20], the Laboratory of Big Data Technolo-
gies NRC KI [21] and LIT JINR [22]. 
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